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Abstract 
 

This study presents the pyrolysis of selected four agricultural wastes and wood forestry waste performed at 600 oC temperature in electrically 
heated tubular reactor in nitrogen environment and carried out bio-oil, charcoal and pyro gases. Experimentally production of bio-oil 
depends on the affective parameters like biological contents, ultimate and proximate analysis so that efforts were made to predict the bio-oil 
production on the basis of affecting input parameters of the biomass and operating parameters of the reactor by using statics based machine 
learning methods (linear regression, multilayer perceptron analysis and support vector machine).  
Keywords: Biomass wastes, bio-oil, pyrolysis, neural network, linear regression, SVM method. 

Introduction 

Pyrolysis is a degradation of biomass at high 
temperature in oxygen free environment, it is a type of 
thermo-chemical conversion process and pyrolysis can 
provide promising solution of the conversion of biomass into 
clean and renewable energy but designing of the pyrolysis 
reactor is very challenging due to the complexity in the 
designing of the pyrolysis reactor due to heat transfer 
mechanism, cost feasibility of the process and efficiency of 
the pyrolysis reactor. Some effective pyrolysis reactors were 
discussed in the reported literature, these are fixed bed 
reactor (Biswas et al., 2018; Wang et al., 2005), fluidized 
bed pyrolysis reactor (Boateng et al., 2007), circulating 
fluidized bed pyrolysis reactor (Velden et al., 2007), auger 
pyrolysis reactor (Ingram et al., 2008) etc. The bio-oil 
generation by using pyrolysis were dependent on the heating 
temperature, heating rate, sweep gas flow rate, residence time 
and internal characteristics of the selected biomass such as 
biological contents, ultimate analysis proximate analysis, 
alkali metal test . It was reported that input parameters can be 
played wider role for bio-oil production (Raveendran et al., 
1995). In this article, efforts were made to carried out the 
bio-oil production Through the experimental pyrolysis 
process of selected biomass (agricultural waste and forestry 
waste). All of these biomass materials first pyrolyzed 
andperceptron methods. All of these methods met to report 
the training and validation of the output results were similar 
to the experimental methods.  

Generally linear regression is working on the basis of 
correlation between dependent and independent variables of 
the inputs and output, dependency of the input response on 
the regressors is known as linear function. Support vector 
machine (SMO) consists of a small subset of data points 
classified by the learning algorithm from the training input 
samples. It is working on the principle of classification of the 
data points by the kernel method and multilayer perceptron 
was introduced in 1985. Multilayer perceptron consists nodes 
and it is subdivided into input layer, hidden layer and output 
layer, network trained by using the activation function 
(sigmoid, logsigmoid etc.) (Haykin et al., 2009). 
Technological Assessment and Modeling of Energy-

Related CO2 Emissions for G8 countries using SVM method 
is also proposed (Ghazvini et al., 2019). 

Materials and Methods 

(A) Data Collection 

The selected agricultural wastes were wood wastes, all 
the samples dried and prepared 212 µm sizes for the 
characterization and was stored for the pyrolysis. 

(B) Experimental  

Bio-oil were carried out by using experimental 
pyrolysis analysis, at controlled temperature, it is given in 
Fig. 1. 

 

Fig. 1: Schematic diagram of pyrolysis reactor 

Pyrolysis performed in tubular electrical based reactor 
which is mentioned in Fig.1. 

(C) Prediction of Bio-oil production  

Theoretical prediction of bio-oil carried out by using 
Java based Weka software (version 3.9.3), it is free software 
made by University of Waikato, New Zealand. It supported 
to data mining methods such as data re-processing, 
classification, clustering, regression, multilayer perceptron, 
random forest, tree methods etc. but in this study represented 
linear regression, multilayer perceptron and support vector 
machine (Chouhan, 2019; Jamil et al., 2016).  
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(I) Multilayer Perceptron Method 

The main parts of the multilayer perceptron are inputs, 
hidden layer and single output, it is a nonlinear activation 
function, and hidden layers connected with inputs and output 
nodes. Network represents the high connectivity and scope of 
network is determined by synaptic weights. In this article 
data trained by feed-backward network. In feed-backward 
network(Tuya et al., 2004; Ahmadi et al., 2019; Saini et al., 
2019; Ghazvini et al., 2019; Bharat et al., 2019; Pawar et al., 
2019; Mittal et al., 2019; Sethi et al., 2019; Singh et al., 
2019; Khamparia et al., 2019; Sethi et al., 2016). 

(II) Linear Regression Method 

It is working on the basis of correlation between 
independent (X) and dependent(Y) variables of selected 
samples, mathematical equation discussed below: 

    …(1) 

Where βo is the intercept and β1 is the regression coefficient 
(Jacqu et al., 1983, Kumar et al., 2019,Gitanjali et al., 2019). 

(III) Support vector machine (SMO) method 

It is smart method which is working on the basis of 
convex optimization and it can define optimality of the 
machine. It is Lagragian based method, its formulation based 
on searching the optimal hyerplane start with a statement, it 
can be solved the optimization problems in the dual space of 
the Lagrange multipliers (Michie et al., 1994). Where, 
training sample ((Yi, Di)

N
i=1), and optimazation of constraints 

is given below 

Di(mTYi +B)   …(1) 

   …(2) 

And the weight vector m minimizes the cost function 

    … (3) 

Result and Discussion 

Bio-oil Production: 

The bio-oil generated by using pyrolysis process 
discussed below in Fig. 2.  

 

Fig. 2: Bio-oil productions through pyrolysis technique 

Rice husk and wood (sesame) has good potential for 
bio-oil production due to the high volatile matter and carbon 
contents. Emission of high volatiles into the biomass due to 
the hellocellulose content can be enhancing the bio-oil 
(Özyu-uran et al., 2017). 

 

Fig. 3: Biomass characterization 

Fig.3, bio-oil production highly depedenent on the 
characterization of bio-oil for optimization of bio-oil 
production, the volatile matter and carbon content should be 
enhanced and ash content should be minimized (Chiaramonti 
et al., 2007). The holocellulose content (combination of 
cellulose and hemicelluloses) increased the emission of 
volatiles and also enhanced the production of bio-oil. 
Presence of Lignin content increased the ash content and 
minimized the bio-oil production (Yang et al., 2007,Chouhan 
et al., 2013).  

Prediction of bio-oil by using machine learning methods  

Linear Regression Method 

Linear regression equation generated by the weka, it is 
given below: 

Bio-oil = (( 0.0907 * C) + (1.2156 * H) + (-0.1466 * O) 
+ (0.0796) * AS + (-0.1641) * Cell + ( -0.6639) * Hem + ( -
0.1517) * Na + 41.8656)  

Error analysis shown in Table 1, which is given above. 
It was indicated that R2 value calculated 1, and actual 
(experimental) and predicted data are similar and validation 
of the model is accurate due to the error calculations(Kumar 
et al., 2019).  

Fig. 3 : Bio-oil production by using support vector machine 
Instances 1 2 3 4 5 
Actual 19.51 23.52 12.19 17.14 22.41 
Predicted 19.492 23.515 12.208 17.148 22.392 
error -0.018 -0.005 0.018 0.008 -0.018 
Timetaken 0.02 0.02 0.02 0.02 0.02 
R2 1 1 1 1 1 
MAE (%) 0.0133 0.0133 0.0133 0.0133 0.0133 
RMSE (%) 0.0144 0.0144 0.0144 0.0144 0.0144 
RAE (%) 0.39% 0.39% 0.39% 0.39% 0.39% 

 

Multilayer Perceptron Method 

Multilayer perceptron equation is representedbelow and 
results have been reported in the Table 2. The multilayer 
perceptron networking has been represented in Fig.4. 

Bio-oil output = ( + 0 * (normalized) T + 0 * 
(normalized) HR + 0 * (normalized) RT + 0.1588 * 
(normalized) C + 0.142 * (normalized) H +( - 0.0194) * 
(normalized) N + ( - 0.1787) * (normalized) O + ( - 0.0266) * 
(normalized) VM + ( - 0.158) * (normalized) FC + 0.1111 * 

Prediction of bio-oil production from biomass by using experimental pyrolysis technique and theoretical estimation 

by using machine learning techniques  
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(normalized) AS - 0.107 * (normalized) Cell+ ( - 0.2423) * 
(normalized) Hem + 0.0581 * (normalized) Lig + 0.0041 * 
(normalized) EM (%)+ ( - 0.2097) * (normalized) Na + 
(0.0007) * (normalized) K + 0.8093) 

For this analysis data classified by using kernel 
classification, number of kernel evaluation was 15 and 
cached 90.566% data. Fig. 4 represented the multiple input 
nodes and 1 hidden layer and it generated 1 output and R2 

value was 0.96 for the networking and meanabsolute error 
(3.65%), root mean square error (4.2%) and relative absolute 
error (106.45%) were calculated by the weka classifier 
model. These results were very similar to the reported results 
(Jilte et al., 2019, Ahmd et al., 2019, Takyi et al., 2019, Kaur 
et al., 2019,Khamparia et al., 2019, (More et al., 2019, 
Rhmann et al., 2019, Pandey et al., 2018, Pandey et al., 
2019, Dhawan et al., 2011,Takkar et al., 2017). 

Fig. 3 : Bio-oil production by using support vector machine 

Instances 1 2 3 4 5 
Actual 19.51 23.52 12.19 17.14 22.41 
Predicted 19.492 23.515 12.208 17.148 22.392 
error -0.018 -0.005 0.018 0.008 -0.018 
Time taken 0.02 0.02 0.02 0.02 0.02 
R2 1 1 1 1 1 
MAE (%) 0.0133 0.0133 0.0133 0.0133 0.0133 
RMSE (%) 0.0144 0.0144 0.0144 0.0144 0.0144 
RAE (%) 0.39% 0.39% 0.39% 0.39% 0.39% 
 

Table 1: Linear regression analysis for bio-oil production 

Instances 1 2 3 4 

Actual 19.51 23.52 12.19 17.14 

Predicted 19.51 23.52 12.19 17.14 

error 0 0 0 0 

Time taken 0.01 0.01 0.01 0.01 

R2
 1 1 1 1 

MAE (%) 0 0 0 0 

RMSE (%) 0 0 0 0 

RAE (%) 0 0 0 0 
 

 

Fig.4: Multilayer perceptron network 

Support vector machine (SMO) method 

Equation of bio-oil prediction = (+ 0 * (normalized) T + 
0 * (normalized) HR + 0 * (normalized) RT + 0.1588 * 
(normalized)C + 0.142 * (normalized) H + (- 0.0194) * 

(normalized) N + (- 0.1787) * (normalized) O + (- 0.0266) * 
normalized) VM + ( - 0.158) * (normalized) FC + 0.1111 * 
(normalized) AS + ( - 0.107) * (normalized) Cell + (- 0.2423) 
* (normalized) Hem + 0.0581 * (normalized) Lig + 0.0041 * 
(normalized) EM (%)+( - 0.2097) * (normalized) Na + 
0.0007 * (normalized) K + 0.8093). 

Table 3, which is given below indicated that R2 value 
calculated 1 for the generation of output bio-oil and where 
observed mean square error (0.0133%), root mean square 
error (0.0144%) and relative absolute error (0.3866%). All of 
these models are very accurate but linear regression and 
SMO (support vector machine) predicted the similar results 
like experimental.  

Conclusion 

  Experimentally production of bio-oil depends on the 
affective parameters like biological contents, ultimate and 
proximate analysis so that efforts were made to predict the 
bio-oil production on the basis of affecting input parameters 
of the biomass and operating parameters of the reactor by 
using statics based machine learning methods (linear 
regression, multilayer perceptron analysis and support vector 
machine) and after the model analysis it was observed that 
linear regression and SMO model were more accurate and 
predicted the similar results as experimental and error 
calculations were observed very minimum.  
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